Abstract

“Post-truth”, the 2016 word of the year, has been defined by the Oxford English Dictionary as “relating to or denoting circumstances in which objective facts are less influential in shaping public opinion than appeals to emotion and personal belief”. In fact, the notion risks becoming little more than a buzzword, given that the epistemic, social, political, and cultural issues at stake behind the current debate on Post-Truth are so numerous, so differentiated and intertwined. Scholars are thus required to undertake interpretative efforts in several research directions, in order to understand both its scope and actual novelty. The paper interrogates one of the main topics debated under the label of post-truth: the circulation of fake news, that is news stating false facts or events in a “veridictive” – and not satirical or parodistic – register. By addressing the traditional and long-lasting debate on the supposed disintermediation of traditional media agencies in the internet era, the analysis here developed tries to identify and explain the emergence of new dynamics of intermediation, detectable at the institutional, technological and social levels. The paper focuses on the new and as yet undetermined role played by the institutional subjects of intermediation, such as platforms owners and service providers; at the same time, it addresses the ways in which the space of news circulation is currently shaped by the automatisms of algorithms. In our conclusive remarks we clarify how these two perspectives should be integrated with a specific focus on the understudied forms of social consumption of fake news on the internet and through social media.

Keywords

Newsmaking; intermediation; media platform; sns algorithms; fake news.

1. INTRODUCTION

The debates over “post-truth” that are still raging in international media after the UK vote in favour of Brexit and Donald Trump’s election certainly inspire concern, but also some scepticism. In front of a political course held at the same time as undesirable and uninterpretable, pundits have highlighted the vulnerability of the present media system to biased, partisan and false information. A growing moral panic brings analysts to point their fingers to falling journalistic and political ethics, as forms of “alt.ethics [or] ethical systems in which dissembling is considered okay, not necessarily wrong, therefore not really ‘dishonest’ in the negative sense of the word”**, and to people’s media consumption to social media platforms.
illiteracy, that would expose them to deception and manipulation. What engenders our scepticism is not the relevance of the somehow heterogeneous media phenomena that go under the label of “post-truth” — from fake news to the transformation of journalistic ethics and practices, from religious othering and racist populism to anti-science online groups, from the systematic use of lies in the political debate to the arise of “emotional public sphere”. Rather, what puzzles us as media scholar is the simplistic hypothesis that these phenomena are to be explained at the light of a major shift in western liberal democracies, and more in general in western culture. As implied by the prefix “post” in “post-truth”, this would have in fact instituted an unprecedented relationship with truth, introducing us to “circumstances in which objective facts are less influential in shaping public opinion than appeals to emotion and personal belief” – as for the official definition with which The Oxford Dictionary has elected “post-truth” as word of the year for 2016, after its usage rocketed of a 2000% over the previous year.

Actually, this journalistic hypothesis has been advanced, and is being discussed, within a non uncontroversial and non conclusive academic discussion on fake news, political lies, and “regimes of truth” in present western societies, that media have popularized, oversimplified (how to define an objective fact? And a personal belief?) and somehow resolved. For some authors, political lies and fake news would in fact simply be part of a different relationship with truth affecting western societies at all its levels, from the political sphere to people’s daily lives. Keyes talks about a “post-truth era” where the “truth bias” – the assumption that “whatever someone tells […] is more likely to be true than false” has become weaker, opening the ground to a “looser” relationship with deception. The author attributes its origin to a plurality of factors: the weakening of personal and communitarian ties, the “hollywoodization” of contemporary culture, the influence on society of baby boomers’ cohort’s culture and ethics, the new format of so-called “new journalism” (that would privilege the elegance of story-telling over the rigour of fact checking and reporting), the widespread diffusion of Internet “anonymous communication” (sic!), and so on and so forth, throwing in the mix also the relativism promoted by academic postmodernism. Jason Harsin, on the other hand, dismisses the hypothesis of a general demise of truth regimes in favour of a looser relationship with deception, and mobilizes this same postmodernist academic tradition (in particular, Deleuze’s analysis of the shift from discipline to control societies) to point...

---

8 Ibid., 213.
out how it would be better to talk about a plurality of “truth markets” coexisting within a new “regime of post-truth”. This transformation of the foucauldian “regimes of truth” would depend on a structural re-articulation of “the news apparatus” into “a many-headed hydra […] with literally millions of channels, websites, social media feeds” where “populations corresponding to beliefs and opinions are planned, produced, and managed by big data-driven predictive analytics and resource-rich strategic communication.” Other authors, conversely, are more openly critical to the hypothesis of a post-truth era. Focusing in particular on political lying, Kay Mathiesen and Don Fallis point out how it would make no sense to lie if a “lie bias” had replaced a “truth bias”. Instead, they recur to an approach based on social epistemology to tackle how politician can still be effective in deceiving in a context characterized by the “ubiquity of political lying”. More Radically, Roberto Campa vigorously dismisses the idea of an era of post-truth politics and mobilizes Mannheim’s sociology of knowledge to point out how the “normality” of the present situation — and the debate over post-truth itself — can be interpreted as part of an ongoing political confrontation which sees a globalist ideology opposed to a sovereign ideology.

Far for providing a systematic map of the current debate, this quick overview intends to show how the notion of post-truth risks to be not much more than a buzzword given that plurality of intertwined epistemic, social, political, and cultural issues at stake. In our view, the first step media scholar should take to address the problem is to try to disentangle the richness and the complexity of the multiple dimensions that are implied by the phenomena currently addressed by the label “post-truth”. Moreover, not to surrender to the moral panic triggered by journalistic alarmism, such an operation should be performed at least on the background of the historical development of 25 years of Internet Studies. As a first contribution in this direction, we intend to interrogate one of the main “debated topics” under the label of post-truth: the circulation of fake news: news stating false facts or events within a veridictive – and not satirical or parodistic – register. We will interrogate this topic from the perspective of the transformation of intermediation processes in the production and circulation of news. By addressing the traditional and long lasting debate on the supposed disintermediation of traditional media agencies in the internet era, the analysis here developed will try to identify and explain the emergence of new dynamics of intermediation, detectable at the institutional, technological and social level. Our main interest is not, in fact, to discuss the supposed novelty of the phenomenon of fake news, or of its magnitude – as implied in the debate on post-truth. Rather, we aim at clarifying the new conditions for their
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production and circulation. To address this topic, we will focus on the new, and still undetermined role played by the institutional subjects of intermediation, such as platforms owners and service providers; at the same time, we will address the ways in which the space of news circulation is currently shaped by the automatisms of algorithms. In our conclusive remarks we will clarify how these two perspectives should be integrated with a specific focus on the still understudied forms of social consumption of fake news on the Internet and Social media.

2. RETICENT GATEKEEPERS: THE NEW INTERMEDIARY ROLE OF PLATFORM OWNERS AND SERVICE PROVIDERS

Our approach is therefore to evaluate the altered conditions for the possibility of creating fake news in the current phase of the media system, a constellation that can be described, citing Gitelman, as “socially realized structures of communication, where structures include both technological forms and their associated protocols, and where communication is a cultural practice, a ritualized collocation of different people in the same mental map, sharing or engaged with popular ontologies of representation”\[^{16}\]. Recently, with reference to all these structures, the French scholar Gérald Bronner\[^{17}\] has coined the definition “cognitive market”, which points out the processes of economic valorisation of the news and that will be useful in our own discourse.

To understand this approach we can start from a well-known case of classic US journalism from 1980 (at a time when the reputation of investigative journalism was particularly high, after the exposé by Bernstein and Woodward, two Washington Post journalists, which broke the Watergate scandal and led to the resignation of President Richard Nixon). This was the article “Jimmy’s World” (\textit{Washington Post}, 28 September 1980)\[^{18}\] by the African-American journalist Janet Cooke, who described the desperate affair of an 8-year-old black child, already a drug addict and the son and nephew of two drug addicts women. The article caused a stir and influenced the perception that the politicians themselves had of the problem of black ghettos. And yet subsequent fact-checking proved the story false. In a famous article (19 April 1981)\[^{19}\], the \textit{Washington Post} journalist Bill Green described the mechanisms that led to both the publication of the article and the discovery that it was fake. Not only did the people involved and their story seem impossible to verify in reality, but it emerged that when she was hired by the newspaper, Janet Cooke (who in the meantime had received the Pulitzer Prize for her article) had provided false information about her skills, professional experience, and even her degree in journalism. Green’s article reported that Cook had taken advantage of certain failings in the newspaper’s fact-checking system. Only the routine checks on her curriculum for awarding the Pulitzer exposed the scandal. But in his article about Cook, Green pointed out that the editorial mechanisms at the newspaper were at least partly co-responsible for the construction of the fake news story. Cook’s professional laxity, probably accompanied by a tendency towards mythomania, had responded paradoxical-

ly and usefully to the strong pressures from the editorial board for articles of a certain type, presenting emotionally engaging micro-stories with a muck-raking rhetoric.

In short, we can admit, starting from this exemplary case, that fake news is part of the history of journalism and has its specific roots in the mechanisms of the newspaper industry itself, and in the routines and news values of all those involved in the information circuit (newspaper publishers, journalists, readers).

What we are trying to do here is to question what the mechanisms of production, diffusion and success of news in the current information market are, starting from the assumption that a new competitive context inevitably affects also the mechanisms of falsification.

What are the characteristics of this phase of the information market? Substantially (in relation to the subject we are dealing with), strong competition between:

– “traditional” newspapers (newspapers, radio and TV news programmes, both in their original form and their online versions);

– new news media based on journalistic assemblage (defined as being exclusively online, and by the lack of fact-checking procedures, by a business model based on network-generated traffic, and by their total or near-total lack of proper professional journalistic skills and regular contracts\(^{20}\));

– social platforms on which news of uncertain provenance is published or republished.

As far as the new online headlines are concerned, it has been widely recognized\(^{21}\) that the crisis of the great modern information systems is leading to a growing proletarianisation of journalistic labour, a reduction in the numbers of journalists in editorial offices and newsrooms, and the montage of news stories from either user-generated content or non-journalistic subjects capable of fabricating news stories characterised not by their status as truth or reliability, but by a strategic goal: to capture readers’ attention and get them to click on the link, creating increased network traffic. This change in the process of the economic valorisation of the news-unit also involves its transformation, in the sense that the ultimate goal is not to give an account of a fact but rather to induce the web-surfer to activate the link from their computer, tablet or smartphone. We could say that the traditional logic of newsworthiness\(^{22}\) which remains essentially unchanged in traditional newspapers, has been largely replaced by the logic of what we can call “click appeal”, based on the public’s urge to be intrigued and entertained rather than informed, and technically measured as clickthrough rate (CTR)\(^{23}\).

The episode of Worldpoliticus.com, a site created and managed by a young Macedonian, shown up as a major source of fake news against Hillary Clinton during the 2016 US presidential election\(^{24}\), clearly demonstrates the way these sites are falsely informative. However, producing false news is just one aspect of the problem we are analysing. By itself such news could not spread so strikingly or sway readers’ understanding of

\(^{23}\) CTR is defined as the number of clicks that an item receives divided by the number of times it is is shown, expressed as a percentage.
the facts so strongly, if their circulation was not favoured by the major digital platforms (the third subject of the current competitive information landscape). The algorithmic logic of their functioning (that will be addressed in the following section) interacted with the “click appeal” of the content to boost the fake news circulation. The platforms, by aggregating news stories and relaunching them, have so far failed to exercise any function of verifying or controlling their reliability: on the contrary, through their visibility mechanisms and viral spread, they appear to promote their sharing. In this sense, Van Dijk is right to state that “social media platforms, rather than being finished products, are dynamic objects that are tweaked in response to their user’s needs and their owners’ objectives, as well as in reaction to competing platforms and the larger technological and economic infrastructures through which they develop”. In fact, fake news sites build their own news (and above all headlines) with mechanisms that encourage the user to click, and they appear – in their sensationalist rhetoric – to be already predisposed for social media sharing.

A recent example is in the Italian news. The president (speaker) of the House of Deputies Laura Boldrini (hence the holder of one of the three highest offices of state), was attacked and insulted on Facebook because of a fake news story about her. The facts are as follows. A pseudo-information site, La Nozione, published a story claiming that the president’s sister had been assigned the management of some cooperatives dealing with migrants. She had also been given a pension though she was only 35 years old. This was followed by attacks on Boldrini on Facebook. She reacted, as she had done before in similar circumstances, by publishing on her Facebook profile the names of the people who had insulted her, and revealed the story as a fake: her sister had died of an illness some years earlier, and she had been employed in artistic work completely different from that indicated by the website, and consequently none of the accusations made against her had any basis in fact.

Following this episode, the newspaper La Repubblica contacted one of the people named by Boldrini on her profile. She turned out to be a retiree, who said she was mortified at the error. Here are some excerpts from the interview with her, published by the newspaper:

I apologise to Laura Boldrini. What else can I do? I was convinced the news was true [...]. I did what I’ve done many other times. I read the news, I was indignant. And I made all my disgust public [...]. (I read the story and) I thought it was true [...]. People like me, who are in good faith, don’t concern themselves much with the details (the fact that the source was an unreliable site – ed.). I realize I could have been more careful, but I admit I fell for it [...]. I’ll write to Facebook protesting at the fact that they publish fake news stories. What can we do when we have no way of telling false from true?

The interview is interesting for two reasons. Firstly, because it confirms the important role played by the social platforms. Secondly because the dispute raged on Facebook, which is definitely the most influential Web 2.0 platform. As Van Dijk wrote:

By implementing various coding technologies and interface strategies, Facebook inscribed how online social interaction should be conducted [...] Facebook’s ideology of sharing pretty much set the standard for the other platforms and the ecosystem as a whole. Because of its leading position in the SNS segment, the platform’s practice substantially influenced the social and cultural norms that bolster legal values such as privacy and control over data28.

It is therefore in the light of this centrality that we should examine “its coding technologies” and one of the basic principles of Facebook functioning in defining the conditions of the circulation of fake news: the algorithmic mediation of its “economies of attention”.

3. ECONOMIES OF ATTENTION

According to Lanham29, we have definitely moved from the economy of things and objects to an economy of attention. Economy is about the allocation of scarce resources and what is currently lacking and exceptionally precious in the era of information is exactly the capacity to pay a focused attention amidst the cacophonous deluge of information in which we are constantly submerged. The notion of attention economy has thus been used to indicate the increased competition for people’s attention in an information environment where scarcity is not bound to money, but rather to attention time. The specific patterns through which information arises, evolves and circulates within Facebook and other social networking sites have been widely studied in the last years30. With the aim to explore relations between the quality of information and the attention processes – described in terms of lifespan and consumption patterns – Mocanu et al.31 have conducted a thorough quantitative analysis on users’ attention patterns with respect to different topics coming from distinct sources as alternative news, mainstream media and political activism. They have discovered that the social response is not affected by the topic nor by the quality of information and that attention patterns towards unsubstantiated claims (defined as controversial information lacking supporting evidence and contradictory of the official news as conspiracy theories, link between vaccines and autism etc), towards political activism and regular news were similar despite the different qualitative nature of information. These attention patterns are certainly worth to be further detailed through empirically grounded research. However, the mere presence of regularities, beyond differences in topics and information quality, seem to confirm that attention in social networking sites cannot be understood uniquely as a property of human cognition or/and social influence.

Attention is rather becoming a complex process within which the constitutive and personal act of selecting information for further mental process is increasingly rooted and constrained by the medium itself and more specifically by the so-called technicity, intended as the “co-constitutive milieu of relations between the human and their techni-

cal supports”. According to Thayne the techno-social milieu involved in the formation and capturing of attention in social networking sites has marked a “a shift from harnessing the eyeballs of media audiences towards the algorithmic sorting, channeling and organisation of social engagements and user-generated content”.

The two main pillars of the infrastructure on which Facebook rely to create, capture and process attention, are the Open Graph protocol and the EdgeRank algorithm. Open Graph is a protocol that works in combination with an application programming interface (API) and social plug-ins (including the Like and Share buttons) and consists of a topological structure involving nodes (made of individual users, events, books, songs, movies, celebrities, etc.), and edges (connections in form of likes/share/comment/friendship among the nodes). The recording of data traffic offers the basis for managing attention through the selection of the types of content that are included in the News Feeds. This last function is enacted by the EdgeRank algorithm, which acts as a gatekeeper responsible for the selection and ranking of the information that are shown on News Feeds (Bucher, 2012a, 2012b). EdgeRank establishes the degree of visibility that is assigned to each of the edge constantly created by users according to three factors: affinity, intended as the frequency of contact between users; weight, which depends on whether the edge consists of a like, a comment or a visual content; time decay, which is referred to the age of the edge.

As Zietwitz recently suggested, a consistent number of talks on algorithms have often fallen into the temptation of interpreting their “powerful yet inscrutable” role in the constitution of social fabric in light of a “seductive drama” which bears some resemblances to long-standing mythologies about the origins of social order. When exposed to careful empirical analysis, not only the narrative of deceitful powerfulness algorithms reveals its mythological traits, but also the same algorithms appear to be “less sovereign than mundane […] that is deeply rooted in the fabric of society.” Insofar as the very condition of possibility of algorithms is that they unfold in a state of incessant negotiation and in-betweenness with both human actors and technological tools (users, creators, machines, codes, protocols) the kind of agency they embody can be best described as fractal, as producing numerous outputs from multiple inputs.
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to organize some aspects of the social world in terms of a relational force which acts not in isolation but rather with the cooperation of those same subjectivities and fields of knowledge that it actively constitutes. There is a wide consensus that the social domain where algorithms exert their most relevant governmental capacity is that of gatekeeping\textsuperscript{41}, that is the mechanism of sorting, assigning value and regulating visibility of pretty much everything cultural: “it is about the visibility of culture, and of particular forms of culture that algorithmically finds its audience. These systems shape cultural encounters and cultural landscape”\textsuperscript{42}. This happens essentially because the algorithmic and protocological infrastructure of Facebook has the capacity to enable, shape and instantiate specific modes of attention, in conjunction with its users. According to Bucher\textsuperscript{43}, these modes have to do with \textit{anticipation} and \textit{personalization}. A basic orientation to future is inscribed in the management of attention proposed by Facebook, which is “not just anticipatory, in prompting participation, but rather a form of self-perpetuating anticipatory action that seeks to realise its own future”\textsuperscript{44}. The user generated data are used by Facebook to identify those patterns and predictions about user’s future interests and activities on whose basis personalized advertising and recommendation will be produced. What is important for Facebook is the aggregate of individual actions, because only from repetition and difference it will be possible to isolate those patterns that allow for predictability. Once patterns are found, they are used to inform the rationale of News Feed within a sort of self-fulfilling prophecy where users receive more of what they have already paid attention to. The possibility of being exposed to different points of views is therefore sacrificed by a peculiar economy of attention where the present is capitalized in order to create value from the future, from any social activities that are not yet but can potentially become\textsuperscript{45}.

Personalisation of attention comes as a paradox for a platform that promises to connect people around the world. Indeed, both EdgeRank and Graph Rank are tied to the single user and oriented towards the creation of a personalised data repertoires, tailored specifically to the likes and tastes of individual users. Bucher\textsuperscript{46} underlines as this economy of attention radically excludes any idea of public, thought in terms of a collective identity or shared endeavor. The idea of public isn’t there, nor in the logic of \textit{users like you} (as it happens for instance in Amazon where user identity is based on how many other people have paid attention to the same book), neither in the form of \textit{public attention} that regulates authority of links in search engines.

This could be seen as an incongruity for a social networking site that since the beginning has been introduced as the pioneer of the \textit{social web} where, in contrast to the informational web, links are based on connections between people. But the paradox is only apparent insofar as the core business of Facebook, the so-called “like-economy”, exactly consists in the “extensification” of the social, that is on the channeling of social dynamics and affective interpersonal responses into technicity based and countable
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activities such as liking, sharing and commenting. The personalised attention instantiated by Facebook infrastructure therefore works, on the one hand, by dismissing any public dimension, and on the other hand, by enabling a new sociality that Gerlitz and Halmond call the “informational social” as it is concerned with the validation of information through personal networks and the “wisdom of friends”. When turning the social into information, Facebook not only makes the social more predictable and manageable but also brings it to collapsing “with the traceable as the still intensive, non-measurable, non visible social is of no value for the company”. In fact, the management of visibility by EdgeRank shows that what is worth of attention is not spectatorship but rather the amount and the kind of user participation.

These modes of attention shape the conditions of possibility for knowledge to emerge, circulate, being validated, discussed or disregarded within social networking sites. We have seen that technicity of attention on Facebook is inherently conservative. In the like-economy, value is produced on the predictability of future social activities and the challenge is to shape the future on the basis of patterns of difference and repetition that are found in the present. In this context, innovation is not rewarded and less-standardized actions of commenting and connecting risk to succumb to the threat of invisibility.

 Moreover, it has been shown that attention is measured in terms not of spectatorship, rather of participation, which in turn is registered both in its intentional or active form (as in explicitly clicking a “Like” button), and through users’ passively-created activity data. It then results that any voice that aspires to exceed the threshold of visibility should multiply its social activities (liking, sharing, commenting, using social applications), thus complying with the compulsion to participate in a platform where the social is constantly geared to collapse into the traceable. The alternative is to fall into a new spiral of silence, where marginalization is not dependent on what is said, rather on how often it is said.

Finally, the value attributed to information hinges on affinity among friends. This means that news are considered as worth of showing only if they come from frequently contacted friends. Relevance comes thus to be framed not as authority engendered by some kind of public attention, rather as popularity uniquely rooted in the circumscribed social circle of frequently contacted users.

Conservativeness, compulsion to participate and popularity have thus emerged as the main mechanisms that drive the social sorting enacted by the algorithmic infrastructure of Facebook. By highlighting them, we have intended to trace some of the main trends that shape the knowledge ecosystem within which fake-news proliferate nowadays. The anthropological entrenchment of algorithms, that is their constitutive entanglement with their creators and users, prevents us to establish any direct relationship between the role they play in cultural gatekeeping and the emergence of fake-news. Wide empirical analyses are needed in order to investigate how the priority that is given to content that are predictable, frequent and popular, concretely interact with specific community of practices, pre-existent parameters of authority and of knowledge legitimacy. For the moment, we can only observe that the peculiar management of attention that is
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enhanced by Facebook introduces in the circuit of knowledge both a form of inertia and new bottlenecks that are not in tune with the radical openness towards the unexpected, the endless discussion and the freedom from the constraints of social trends, that are required by any search of the truth. The issue is not whether the information environment of Facebook fosters fake-news, rather whether it offers any bulwark to their strengthening and propagation. We will see in next paragraph how these shortcomings have been implicitly recognized also by Zuckerberg through his public commitment towards the construction of a “safe”, “informed” and “civically engaged” global community.

4. TOWARDS A SAFE (AND AUTOMATED) COMMUNITY

In addition to being an excellent subject for analysis of the transformation of the information market, Facebook is a concrete example of a specific platform strategy in relation to the circulation of news. As noted by Meikle\textsuperscript{52}, Facebook’s statements give us an insight into the evolution of the platform, as well as the strategic thinking of its founder Mark Zuckerberg. Zuckerberg himself has recently taken a stand on the subject, and we will now undertake a detailed analysis of this document.

In April 2017, FB launched a campaign to raise awareness about fake news\textsuperscript{53}, and joined other companies in plans for fact checking and certifying online news. Already on 16 February 2017, Mark Zuckerberg had posted an interesting statement about \textit{Building a Global Community on Facebook}, which we believe merits close attention, as it focuses on the specific role of a platform like Facebook in the information system.

The post opens with the remark that

for the past decade, Facebook has focused on connecting friends and families. With that foundation, our next focus will be developing the social infrastructure for community – for supporting us, for keeping us safe, for informing us, for civic engagement, and for inclusion of all.

It appears interesting that, in his post, Zuckerberg intends to create a watershed between the foundation phase, where the platform was focused on connecting friends and families, and the new challenge, made up of five social tasks (helping communities to be supportive, safe, informed, civically engaged and inclusive), the third of which has a direct relevance to information: “help people build an informed community that exposes us to new ideas and builds common understanding in a world where every person has a voice”.

In the continuation of the post, this point is developed along two lines. The first (related to the task of creating safe communities) is how to build useful information, especially in particularly critical circumstances, where the support of the platform can take three forms:

To prevent harm, we can build social infrastructure to help our community identify problems before they happen […]. To help during a crisis, we’ve built infrastructure like Safety Check so we can all let our friends know we’re safe and check on friends who might be affected by an attack or natural disaster […]. To rebuild after a crisis, we’ve built the world’s largest social infrastructure for collective action.


In this case, the information he refers to is not necessarily news, but can rather be identified with the institutional task of informing citizens, which in many countries is carried out by public authorities. This is a salient point of Facebook’s philosophy: namely substitution or subsidiarity in relation to public institutions, in accordance with the do-it-yourself logic that has led to the development of all digital technology-related innovations, especially network technologies. Zuckerberg immediately clarifies the strategy of improvement in this respect:

artificial intelligence can help provide a better approach. We are researching systems that can look at photos and videos to flag content our team should review. This is still very early in development, but we have started to have it look at some content, and it already generates about one-third of all reports to the team that reviews content for our community. It will take many years to fully develop these systems. Right now, we’re starting to explore ways to use AI to tell the difference between news stories about terrorism and actual terrorist propaganda so we can quickly remove anyone trying to use our services to recruit for a terrorist organization.

Here it is clear that Facebook’s approach is based on AI, and more generally what we might call knowledge automation, in continuity with the discovery of the algorithms that underpin all Web 2.0 platforms. The functionality of algorithms lies in their speed and ability to process otherwise unmanageable data, and it seems obvious to Zuckerberg that this is the only viable path. What is far from clear is whether this is intended just for Facebook or, more generally, as the only acceptable solution to the problem. Correlated with the previous point (substitution of – or integration with – the activity of institutions by the Facebook community), this automation seems to prefigure a collective do-it-yourself, based on the strength of the sharing community and the algorithmic computing power.

Below, with regard to the informed community, the post focuses on the two concerns regarded as most relevant and important that this past year were about diversity of viewpoints we see (filter bubbles) and accuracy of information (fake news). I worry about these and we have studied them extensively, but I also worry there are even more powerful effects we must mitigate around sensationalism and polarization leading to a loss of common understanding.

Zuckerberg observes, with regard to the plurality of views:

compared with getting our news from the same two or three TV networks or reading the same newspapers with their consistent editorial views, our networks on Facebook show us more diverse content.

But what is most interesting here is the attention to the accuracy of information. Zuckerberg notes:

We are proceeding carefully because there is not always a clear line between hoaxes, satire and opinion. In a free society, it’s important that people have the power to share their opinion, even if others think they’re wrong. Our approach will focus less on banning misinform-
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In this sentence we notice many interesting things from our point of view. The first is the insistence on sharing as a value. Various observers have pointed out that the term “sharing” on Facebook has at least two overlapping meanings: adding to the common store and selling. In a perspective such as this, it is obvious that sharing value has to be defended at all costs, because, as Zuckerberg writes:

Social media is a short-form medium where many messages are amplified many times. This rewards simplicity and discourages nuance. At its best, this focuses messages and exposes people to different ideas.

It remains true, in any case, according to the founder of Facebook, that the strength of sharing is a value, and even polarisation produces positive effects, such as the pluralism of opinions expressed. We can point out here that the pluralism Zuckerberg speaks of has nothing to do with the battle of opinions in some conceptions of the public sphere, starting from its theorist, Habermas. That refers to an initial diversity that – through discussion – leads to a better winnowing of opinions. In this case, more simply, the reference is to a marketplace of information where the consumer has the inalienable right to have the greatest choice among possible opinions.

However, it remains true even for Zuckerberg, that such a process (resonant messages amplified many times) entails risks:

at its worst, it oversimplifies important topics and pushes us towards extremes. If this continues and we lose common understanding, then even if we eliminated all misinformation, people would just emphasize different sets of facts to fit their polarized opinions. That’s why I’m so worried about sensationalism in media.

So, the dream of Zuckerberg and the other social platforms is to have a free information market, with many legitimate opinions and the extreme ones cut out, for the sake of a better balance in the opinions themselves. It has to be said that the argument here is very contradictory, because it seeks to wed some kind of absolute liberalism in news to the need for a corrective. Where should this corrective come from? As is generally known, some economic policies – in contrast with laissez-fair principles – suggest the need for public corrections to market effects. But this is not what Zuckerberg is proposing. Instead he is recommending an “inner” corrective, which acts on the sharing mechanism and is based (again!) on the platform’s power of automation:

we noticed some people share stories based on sensational headlines without ever reading the story. In general, if you become less likely to share a story after reading it, that’s a good sign the headline was sensational. If you’re more likely to share a story after reading it, that’s often a sign of good in-depth content. We recently started reducing sensationalism in News Feed by taking this into account for pieces of content, and going forward signals like this will identify sensational publishers as well. There are many steps like this we have taken and will keep taking to reduce sensationalism and help build a more informed community.


All this should – in Zuckerberg’s view – help the traditional news industry, since it

is also critical to building an informed community. Giving people a voice is not enough
without having people dedicated to uncovering new information and analyzing it. There
is more we must do to support the news industry to make sure this vital social function is
sustainable – from growing local news, to developing formats best suited to mobile devices,
to improving the range of business models news organizations rely on.

Of course the idea of Facebook’s development assisting the news industry needs to
be carefully interpreted. As Adrienne Lafrance observed in The Atlantic “Facebook is
building a global newsroom run by robot editors and its own readers”\textsuperscript{58}. Such a circumstance hardly favours the traditional news Industry at all. Rather it structurally modifies what we have called the “information market”, amplifying some of its sides, above all the automation of newsfeed through the complexity and enhancement of algorithms. This relates to the idea of an overall automation of the system, where algorithmic control gains the upper hand over traditional routines of news building and the specific impact of journalistic professionalism.

5. CONCLUSION: BRINGING SOCIAL PRACTICES BACK IN THE PICTURE

More than of the dawn of a new era of post-truth, the analysis of the new conditions of production, distribution and circulation of fake news we have sketched here seems to talk about the definitive sunset of one of the main techno-utopian myths elaborated in the ’90s about the Internet: the myth of disintermediation\textsuperscript{59}. What we could observe is in fact a vast process of re-intermediation based on new institutional players, and new technological tools. This shift brings with it new opportunities, but also new and specific problems, of which the massive circulation of fake news is but an evident example. Yet, as we have anticipated in our discussion of intermediating algorithms, there’s still a key element missing from the picture we have drawn: a specific focus on the patterns of consumption, attribution of value and meaning, discussion, and sharing of fake news, as part of users’ online practices. As a relevant strand of empirical literature on users’ consumption of online news\textsuperscript{60} and on their engagement with those same news (i.e. sharing) in social media has shown, the act of sharing news (and thus circulating and redistributing them) has a plural and intertwined multiplicity of cultural meanings – ranging from identity construction to the invitation to discussion, from the provocation to the disclosure of systems of values and so on – that goes beyond the purely informative and veridictive face value of their content. A specific focus of the users’ practices of engagement with fake news is therefore needed to fully understand the phenomenon of their circulation.

